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Introduction

DNNs have been shown to be very powerful modeling tools 
in many supervised tasks… 

Unfortunately, DNNs can easily be overfitting to training set bias 

➢ Class imbalance

➢ Label noise

Image classification Object detection Speech recognition



Motivation

How to deal with training set bias ?

Data resampling:
choosing the correct proportion of labels to train a network 

assigning a weight to each example and minimizing a 
weighted training loss

✓ AdaBoost

✓ Self-pace Learning
Based on training loss

Representative methods



Motivation

However, there existing two contradicting ideas in these training 
loss based methods.

Claim: in order to learn general forms of training set biases, 
it is necessary to have a small unbiased validation set to guide training 

Assumption:  the best example weighting should minimize the loss of a 
set of unbiased clean validation examples 

Label noise problems Class imbalance problems

examples with smaller 
training losses

Preferable examples with larger 
training losses

Reason being likely to be clean 
images

being likely to be 
minority class



Method

Notations

Training set:

Validation set:

Neural network:

𝑀 ≪ 𝑁

Loss function: where

In standard training, we aim to minimize the expected loss for 
the training set where each input example is weighted equally

where 𝑓𝑖(𝜃) calculates 
the loss for example 𝑥𝑖



Method: basic idea 

To deal with training bias, we aim to learn a reweighting loss of 
the training examples

Note that 𝜔𝑖 𝑖=1
𝑁 can be regarded as training hyperparameters

The optimal selection of 𝜔 is based on its validation performance 

However, note that calculating 𝜔 requires two nested loops of optimization…



Method: approximation 

At every step t of training, we update the parameters with a mini-batch 
of training examples                              by using SGD

We want to understand the impact of training example towards the 
performance of the validation set at training step t.

Obtain the optimal 𝜖∗ by minimizing 
the validation loss

get a cheap estimate by 
taking a single gradient 
descent step 



Method: approximation 



Example: learning to reweight in a MLP

Consider parameters for each layer                        we have 
the outputs of each layer

Then the gradient towards 𝜖 can be expressed by a sum of local 
dot products

the gradients of loss wrt. 𝑧𝑙

the similarity between the training 
and validation inputs t o the layer

the similarity between the training 
and validation gradient direction



Experiments: data imbalance 



Experiments: label noise 



Experiments: label noise 



Experiments: understanding the reweighting 

1. Use a pre-trained net(trained at half of 
the total iterations)

2. Measure the example weight distribution 
of a randomly sampled batch of validation 
images



Experiments: Robustness to overfitting noise



Experiments: Robustness to overfitting noise



Thanks




