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Introducton

Select a subset of big data to train a classifier while 

incurring minimal performance loss.

We show the connection of submodularity to the data 

likelihood functions for Naive Bayes (NB) and Nearest 

Neighbor (NN) classifiers, and formulate the data subset 

selection problems for these classifiers as constrained

submodular maximization.
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data log-likelihood set function: 
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Nearest Neighbor Classification
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Active learning



Experiment


