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Introduction

T ~ the number of queries we can provide the oracle

Σ𝑖=1
𝑇 𝑦𝑖 ~  the number of targets identified

Previous work developed policies for active search by 

appealing to Bayesian decision theory. This policy in the 

general case requires exponential computation.

To overcome this intractability, the authors of that work 

proposed using myopic lookahead policies in practice, which 

compute the optimal policy only up to a limited number of 

steps into the future.



The Optimal Policy

Bayesian decision theory:



The Optimal Policy

i = t:

i = t - 1:



The Optimal Policy

i < t:
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If we assume that after observing 𝐷𝑖, the labels of all remaining unlabeled 

points are conditionally independent, then this approximation recovers the 

Bayesian optimal policy exactly.
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The term Ω 𝑓𝑖 is a function on 𝑓 encoding the data

distribution information, in other words, the diversity 

criterion in decision making.






