
Recap

• Problem: more data ≠ higher performance

• Goal: select small informative subset from a large dataset

• Approach:
- Representative: Core-Set, Clustering

- Inconsistency: QBC

- Gradient-based

• Diversity
Determinantal Point Processes (DPP)

Transductive Experimental Design (TED)
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Introduction

• Real-world data sets are naturally imbalanced, e.g.
- sports topic appears more often in the news than biology

- Internet contains more images of young people than of senior people

- Youtube has more videos of cats than of bees or ants

• A biased mini-batch subsampling scheme for imbalanced data 
with Determinantal Point Processes (DPP).



Discrete point process



Discrete point process



Determinantal point process (DPP)



Why DPP models diversity?



Sampling from DPP



Sampling from k-DPPs



Point process samples



Image Retrieval



Mini-batch Diversification 



Mini-batch Diversification 

Expected risk

Empirical risk

Diversified risk



Algorithm



Topic Learning With LDA



Multi-Class Logistic Regression

- When w is large, the algorithm focuses more on 
the class labels.

- When w is small, balancing is performed mostly 
based on the features.

• Dataset: Oxford 102 flower
• Balanced training set and imbalanced test set
• use the original testing set for training and use 

the original training set for testing



CNN Classification on MNIST



Diversifying Convex Transductive
Experimental Design for Active 

Learning
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Introduction

• A representative active learning method

• It uses a data reconstruction framework to select informative 
samples for labeling, where the informativeness of each sample 
is measured by its capacity to reconstruct the target data set.

• CTED: Assign each sample a score, which indicates the sample’s 
capacity to reconstruct the target data set

• Similar samples may get similar ranking scores

• Diversifying CTED: Impose a diversity regularizer



Convex Transductive Experimental Design

similar samples may get similar ranking scores

CTED
A: reconstruction coefficients
b: sample selection vector

representativeness of i-th example 



Diversifying CTED

If 𝑠𝑖𝑗 is large, 𝑏𝑖 and 𝑏𝑗 cannot be

large at the same time.

𝐚𝑖 encodes the reconstruction 
coefficients of all the samples 
based on the i-th one.



Optimization



Experiment



Experiment


