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Introduction

• Big data presents new challenges as gathering, storing, and 
analyzing them becomes expensive.

• Select or generate small summaries of large data sets.

• Aim to
• Train a model with less data, e.g. active learning

• Get a small dataset, e.g. video summarization 
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Core-Set
choose b center points such that the largest 
distance between a data point and its nearest 
center is minimized

[ICLR, 2018]



Core-Set
Assume an upper limit on the number of outliers Ξ
such that our algorithm can choose not to cover at 
most Ξ unsupervised data points.





Diverse mini-batch Active Learning

[Zhdanov (Amazon). Diverse mini-batch Active Learning. ArXiv, 2019.]

Facility Location

K-Means:
Assume we are also given informativeness
scores 𝑠𝑖 for every example

Weighted K-Means:
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Active Dataset Subsampling

[Chitta, et.al. (NVIDIA). Less is More: An Exploration of Data Redundancy with Active Dataset Subsampling. ArXiv, 2019.]

Training data

when the models make similar 
predictions

the majority vote

 Acquisition Functions

• Mutual information

• Variation ratios

the fraction of members in the ensemble that do not agree with the majority vote



Active Dataset Subsampling



Initialization

• The pre-train scheme uses the entire dataset L for pre-training both the acquisition and 
subset models. During optimization, the subset model is then fine tuned on the subsampled 
dataset S.

• In the compress scheme, the acquisition model is pre-trained on L but the subset model is 
randomly initialized and trained from scratch on S. The acquisition model therefore accesses 
all the data and then ’compresses’ the dataset for the subset model. 

• In the build-up scheme, we aim to emulate an iteration in a typical active learning loop. A 
set of existing subset models are used as an acquisition model, in an approach with multiple 
iterations of ADS. 



Experiment



Minimum-Margin Active Learning

[Jiang and Gupta (Google). ArXiv, 2019.]



Illustration



one-shot setting
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Synthesize Summaries

Standard training: Slow!

The above distilled data optimized for a given initialization do not generalize well to other 
initializations.



Synthesize Summaries
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Gradient Analysis
• Objective:

• Batch Gradient Descent

• The magnitude of change in parameters 
from one iteration to the next:

• Upper bound:

• Top-k images with largest gradient magnitude



Gradient Analysis



Experiments



Summary

• Data-Based
• Representative

• Diversity

• Model-Based
• Influence for model: uncertainty, gradient

• Committee: inconsistency


