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R-CNN

 One can apply high-capacity convolutional neural networks (CNNs) to 

bottom-up region proposals in order to localize and segment objects

 When labeled training data is scarce, supervised pre-training for an 

auxiliary task, followed by domain-specific fine-tuning, yields a significant 

performance boost



Region proposal

 Sliding window

This process will be extremely slow if we use deep learning CNN for image 

classification at each location.

 Selective search

Selective Search for Object Recognition IJCV-2013



R-CNN

 Problems with R-CNN：

1. It still takes a huge amount of time to train the network 

as you would have to classify 2000 region proposals per 

image.（Expensive in Space and Time）

2. It cannot be implemented real time as it takes around 47 

seconds for each test image.（Slow Object Detection）

3. The selective search algorithm is a fixed algorithm. 

Therefore, no learning is happening at that stage. This 

could lead to the generation of bad candidate region 

proposals.(Fixed the region proposals)



SPP-Net(Spatial Pyramid Pooling)

 Remove the fixed-size constraint of the network

 SPP uses multi-level spatial bins, Multi-level pooling has been shown to be 

robust to object deformations

 SPP can pool features extracted at variable scales thanks to the flexibility of 

input scales.
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Fast R-CNN

 Instead of feeding the region proposals to the CNN, we feed the input 

image to the CNN to generate a convolutional feature map. 

 Identify the region of proposals and warp them into squares and by 

using a RoI pooling layer we reshape them into a fixed size



Fast R-CNN

 The RoI pooling layer uses max pooling to convert the features inside 

any valid region of interest into a small feature map with a fixed spatial 

extent of 𝐻 × 𝑊, where 𝐻 and 𝑊 are layer hyper-parameters that are 

independent of any particular RoI.



Fast R-CNN

 Multi-task loss

Since Fast R-CNN is an end-to-end learning architecture to learn the class 

of object as well as the associated bounding box position and size, the loss 

is multi-task loss.

𝐿𝑐𝑙𝑠 is the log loss for true class 𝑢.

𝐿𝑙𝑜𝑠 is the loss for bounding box.



Faster R-CNN

 Region Proposal Network

In R-CNN and Fast R-CNN , the region 

proposal approach/network and the 

detection network are decoupled.

In Faster R-CNN , RPN using SS is replaced 

by RPN using CNN. 
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Hard example mining（Bootstrapping）

 The key idea was to gradually grow, or bootstrap, the set of background 

examples by selecting those examples for which the detector triggers a 

false alarm

 An iterative training algorithm

1. updating the detection model given the current set of examples

2. then using the updated model to find new false positives to add to the 

bootstrapped training set

 The problem for CNN model

Freezing the model for even a few iterations at a time would dramatically 

slow progress.



IoU(Intersection over Union)

 Intersection over Union (IoU) is a metric that allows us to evaluate how 

similar our predicted bounding box is to the ground truth bounding



R-CNN

 Its intersection over union (IoU) overlap with a ground-truth bounding 

box should be at least 0.5 (Positive Samples)

 A region is labeled background if its maximum IoU with ground truth is 

in the interval [𝑏𝑔𝑙𝑜, 0.5) (Negative samples)

 Balancing fg-bg RoIs

Rebalance the foreground-to-background ratio in each mini-batch to a 

target of 1 : 3



OHEM（online hard example mining）

 Intuition

It has always been detection datasets contain an overwhelming number of 

easy examples and a small number of hard examples. Automatic selection of 

these hard examples can make training more effective and efficient.

The key is that although each SGD iteration samples only a small number of 

images, each image contains thousands of example RoIs from which we can 

select the hard examples rather than a heuristically sampled subset. 



Method

 Specific Method

1. For an input image at SGD iteration 𝑡, we first compute a conv feature 

map using the conv network.

2. Then the RoI network uses this feature map and the all the input RoIs (𝑅), 

instead of a sampled mini-batch , to do a forward pass.

3. Hard examples are selected by sorting the input RoIs by loss and taking 

the 𝐵/𝑁 examples for which the current network performs worst

 Co-located RoIs with high overlap are likely to have correlated losses

Using standard non-maximum suppression (NMS) to perform deduplication



NMS (Non-Maximum Suppression )

 对于Bounding Box的列表B及其对应的置信度S 选择具有最大score的检测框M,将其从B集合中移

除并加入到最终的检测结果D中.通常将B中剩余检测框中与M的IoU大于阈值Nt的框从B中移除.重复

这个过程,直到B为空.



Architecture of OHEM



Experiment

• OHEM vs. heuristic sampling(1-4)

• Robust gradient estimates(5-6) 

• Use all RoIs(7-10)

 Two standard ConvNet architectures

VGG CNN M 1024 (VGGM)

VGG16 from 

 Dataset

PASCAL VOC07 dataset



Experiment

Computational cost



Experiment



Other Skill for class imbalance

 Focal loss

Focal Loss for Dense Object Detection    ICCV-2017 1088 citation 

CE(pt) = αt𝑙𝑜𝑔(pt)

FL 𝑝𝑡 = − 1 − 𝑝𝑡
𝛾 𝑙𝑜𝑔(𝑝𝑡)

FL(𝑝𝑡) = 𝛼𝑡 1 − 𝑝𝑡
𝛾𝑙𝑜𝑔(𝑝𝑡)


