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Introduction

• Background: As computational learning agents move into domains that incur real 
costs (e.g., autonomous driving or financial investment), it will be necessary to 
learn good policies without numerous high-cost learning trials.

• Goal: learn from human to speed learning
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Learning from Advice 
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Learning from Advice 

• suggesting an action when a certain condition is true.

• [1]created a domain-specific natural language interface for giving advice to a 
reinforcement learner.

• general natural language recognition is unsolved

• Moreover, work still remains on how to embed advice into agents that learn from 
experience.

[1]G. Kuhlmann, P. Stone, R. Mooney, and J. Shavlik. Guiding a reinforcement learner with natural 
language advice: Initial results in RoboCup soccer



Learning from demonstration
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• Human provide trajectories

• Learn reward or policy



Learning from Reinforcement

Provide human signal to shape the agent

[1] Their agent seeks to maximize the sum of human reinforcement and environmental reward.
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A. Thomaz and C. Breazeal. Reinforcement Learning with Human Teachers: Evidence of Feedback and 
Guidance with Implications for Learning Performance



Framework
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MDP/R



Algorithm
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模型更新

动作选择



Credit assignment
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Algorithm2
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模型更新

动作选择



Experiment-Tetris

10



Mountain Car



Conclusion

• works in the absence of an environmental reward function,

• reduces sample complexity

• is accessible to people who lack knowledge of computer science
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实验

逆强化学习算法：最大熵逆强化学习



主动选初始状
态以及步长vs
随机选初始状
态和步长

步长相同
主动选初始状
态vs随机选初
始状态

X:轨迹数量
Y:reward loss



步长相同
主动选初始状
态vs随机选初
始状态

固定初始状态
vs固定选初始
状态

X:轨迹数量
Y:value loss

X:轨迹数量
Y:value loss


