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Introduction

Feature Engineering:

• The process of extracting features from a raw dataset is called 

feature engineering.

• It is the practice of constructing suitable features from given 

features that lead to improved predictive performance.

• Coming up with features is difficult, time-consuming, and 

requires expert knowledge.

（Proposed）Automated Feature Engineering Problem



Motivation

• Automatically perform interpretable feature engineering for 

classification, based on learning from past feature engineering 

experiences.

• Learns useful patterns between features, transforms and target that 

improve learning accuracy.

meta-learning approach



Methods

Automated Feature Engineering Problem:

A dataset, 𝐷, with features, 𝐹 = {𝑓1, … , 𝑓𝑛},

A target class, 𝑘

A set of transformations, 𝑇 = {𝑇1, … , 𝑇𝑚},

A classification task, 𝐿

Objective:

Find 𝑞 best paradigms for constructing new features such that appending 

the new features to 𝐷 maximizes the accuracy of 𝐿.

• unary transformations  𝑂(𝑢 ∗ 𝑛)

• binary transformations 𝑂 𝑏 ∗ 𝑃2
𝑛 （ r-ary transformations ）



Methods

Automated Feature Engineering Problem:

A dataset, 𝐷, with features, 𝐹 = {𝑓1, … , 𝑓𝑛},

A target class, 𝑘

A set of transformations, 𝑇 = {𝑇1, … , 𝑇𝑚},

A classification task, 𝐿

Objective:

Find 𝑞 best paradigms for constructing new features such that appending 

the new features to 𝐷 maximizes the accuracy of 𝐿.

Each paradigm consists of a candidate transformation 𝑇𝑐 ∈ 𝑇 of arity 𝑟, 

an ordered list of features 𝑓𝑖 , … , 𝑓𝑖+𝑟−1 and a usefulness score.



Methods

Transformation Recommendation:

• Models the problem of predicting a useful r-ary transformation 𝑇𝑐 ∈ 𝑇𝑟 , 

for a given list of features [𝑓1, … , 𝑓𝑟] as a multi-class classification 

• Input is a representation of features, 𝑅[𝑓1, … , 𝑓𝑟], and output classes are 

transformations in 𝑇𝑟.

𝑔𝑘(𝑅[𝑓1, … , 𝑓𝑟]) be the confidence score of the MLP corresponding to transformation 𝑇𝑘

𝛾 is the threshold for confidence scores



Methods

Feature-Class Representation:

• To convert feature values and their class labels to a fixed size feature 

vector representation that can be fed into LFE classifiers.

• LFE represents feature 𝑓 in a dataset with 𝑘 classes as follows(Quantile 

Sketch Array) :

where 𝑄𝑓
(𝑖)

is a fixed-sized representation of values in 𝑓

that are associated with class 𝑖.



Methods

Quantile Sketch Array:

• QSA uses quantile data sketch [Wang et al., 2013-SIGMOD] to 

represent feature values associated with a class label.

• QSA is a non-parametric representation that enables characterizing 

the approximate Probability Distribution Function of values.



Methods

Training:

• If the constructed feature shows performance improvement beyond a 

threshold, 𝜃, the input features together with their class labels are 

considered as a positive training sample.

• Each classifier is trained with the samples for which the corresponding 

transformation has been found useful as positive samples and all 

other samples as negative.



Experiments

Evaluate three aspects of LFE:

• The impact of using Quantile Sketch Array representation on the 

performance of transformation classifiers compared to other 

representations.

• The capability of LFE in recommending useful transformations.

• The benefit of using LFE to perform feature engineering compared to 

other alternatives, in prediction accuracy and time taken.



Experiments Results

Transformations:

• unary transformations  （10）

• binary transformations （2）

Feature Representation:

• Evaluate the efficacy of Quantile Sketch Array (QSA)



Experiments Results



Experiments Results



Conclusion

• Present a novel framework called LFE to perform automated feature 

engineering by learning patterns between feature characteristics, class 

distributions, and useful transformations, from historical data.

• Use a novel feature representation, called Quantile Sketch Array (QSA), 

that reduces any variable sized features to a fixed size array, preserving 

its essential characteristics

• The processing feature are only numeric data.


