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Introduction

• Tasks of IRL-reward learning or apprenticeship learning.

• model the IRL problem from a Bayesian Perspective.

• Solve the problem with a modified MCMC algorithm.
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Approach
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• We observe expert’s behavior 𝑂 = { 𝑠1, 𝑎1 , 𝑠2, 𝑎2 … 𝑠𝑘 , 𝑎𝑘 }.

• The expert’s policy is stationary, make the following assumption:

Pr 𝑂 𝑅 = Pr((𝑠1, 𝑎1)|𝑅)Pr((𝑠2, 𝑎2)|𝑅) … Pr((𝑠𝑘 , 𝑎𝑘)|𝑅)

Pr 𝑠𝑖 , 𝑎𝑖 𝑅 =
1

𝑍𝑖
𝑒𝛼𝑄∗(𝑠𝑖,𝑎𝑖,𝑅)

Pr 𝑂 𝑅 =
1

𝑍
e𝛼∑𝑄∗(𝑠𝑖,𝑎𝑖,𝑅)

Pr 𝑅 𝑂 =
Pr 𝑂 𝑅 𝑃(𝑅)

𝑃𝑟(𝑂)

=
1

𝑍‘ e𝛼∑𝑄∗ 𝑠𝑖,𝑎𝑖,𝑅 𝑃(𝑅)



Priors
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• If we are completely agnostic about the prior :

Uniform distribution over −𝑅𝑚𝑎𝑥 ≤ 𝑅(𝑠) ≤ 𝑅𝑚𝑎𝑥

• Most states have negligible rewards:

• most states to have low (or negative) rewards but a few states to have high 
rewards:



Tasks-Reward Learning

The expected value of 𝐿𝑆𝐸(𝑅, 𝑅) is minimized by setting 𝑅 to the mean of the posterior.

Similarly, the expected linear loss is minimized by setting 𝑅 to the median of the distribution.
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Tasks-Apprenticeship Learning

policy loss functions:

So, instead of trying a difficult direct minimization of the expected policy loss, we can find the 
optimal policy for the mean reward function, which gives the same answer.
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Algorithm
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• Both reward learning and apprenticeship learning require 
computing the mean of the posterior distribution.

• MCMC combined with policy iteration.



Experiments
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• BIRL vs IRL by(Ng and Russell, 2000)



Experiments

• Posterior samples vs true rewards
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Experiments-domain knowledge

• A adventure game

• Reward - Ising prior.
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Conclusion

• We model the IRL problem from a Bayesian Perspective.

• Solve the problem with a modified MCMC algorithm. 

• We get improved solution.
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