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1 Introduction

One-class novelty detection: quantifying the probability that a test example belongs to the 
distribution defined by training examples.

Learn a representative latent space for the given class. 
Infer based on the projection of a query image onto the learned latent space.

Compare query image and its inverse image (reconstruction)

Assumption: 
when an out-of-class object is presented to the network, it 
will do a poor job of describing the object, thereby 
reporting a relatively higher reconstruction error.



1 Introduction

• Auto-encoders trained on digits with a simple shape such as 0 and 1 have high novelty detection 
accuracy.

• In contrast, digits with complex shapes, such as digit 8, have relatively weaker novelty detection 
accuracy.

• A latent space learned for a class with complex shapes inherently learns to represent some of out-
of-class objects as well.

Proposed OCGAN:
- in-class samples are well represented
- out-of-class samples are poorly represented

Top: Input Image
Middle: Output of an AE trained on digit 8
Bottom: Output of proposed method



2 Proposed Method



2-1 Motivation

Force the entirety of 
the latent space to 
represent only the 
given class！



2-2 Denoising auto-encoder

Add noise to input image Output denoised image



2-2 Latent Discriminator

Force latent representations of in-class examples to 
be distributed uniformly across the latent space.

The latent discriminator is trained to differentiate 
between latent representations of real images of the 
given class and samples drawn from a 𝑈(−1,1)𝑑

distribution.



2-2 Visual Discriminator

sample exhaustively from the latent space 
and ensure corresponding images are not 
from out-of-class

all images generated from latent samples 
are from the same image space 
distribution as the given class

Visual discriminator is trained to differentiate 
between images of the given class and images 
generated from random latent samples.



2-2 Informative-negative Mining

There are latent space regions that do not 
produce images of the given class. This is 
because sampling from all regions in the 
latent space is impossible during training.

Actively seek regions in the latent space that 
produce images of poor quality.



2-2 Informative-negative Mining

Classifier determines how well the given 
image resembles content of the given class

Positive: in-class samples
Negative: fake images



2-2 Network



Proposed Algorithm



3 Experiments

Datasets 
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4 Conclusion

• First we restricted the latent space to be bounded and forced latent 
projections of in-class population to be distributed evenly in the latent 
space using a latent discriminator. 

• Then, we sampled from the latent space and ensured using a visual 
discriminator that any random latent sample generates an image from 
the same class. 

• Finally, in an attempt to reduce false positives we introduced an 
informative-negative mining procedure.



Dataset 

 Cifar-10
• P: ‘airplane’, ‘automobile’, ‘ship’ and ‘truck’
• N: ‘bird’, ‘cat’, ‘deer’, ‘dog’, ‘frog’ and ‘horse’
• Network: (32*32*3)-[C(3*3,96)]*2-C(3*3,96,2)-[C(3*3,192)]*2-C(3*3,192,2)-C(3*3,192)-

C(1*1,192)-C(1*1,10)-1000-1000-1

 MNIST
• P: 0, 2, 4, 6, 8
• N: 1, 3, 5, 7, 9
• Network: 784-300-300-300-300-1

 20NewsGroup
• P: ‘alt.’, ‘comp.’, ‘misc.’ and ‘rec.’
• N: ‘sci.’, ‘soc.’ and ‘talk.’
• Network: d-avg_pool(word_emb(d,300))-300-300-1



nnPU + rank

cifar-10 mnist 20news



Query
Query strategy: uncertainty & random
Batch size: 20
Dataset: 20NewsGroup

learning_rate=0.0002learning_rate=0.0001

Active learning: add sample and train model till convergence
aaPU: add sample after every epoch


