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Introduction
• Robert learn by interaction
• Human provide reward signal
• Does people use reward only about past actions?  Or as future guidance?
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Experimental Platform: Sophie’s Kitchen
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Agent: Sophie
Objects: 面粉, 鸡蛋, 调羹, 碗和 托盘
Goal: 烘焙蛋糕



MDP

State：agent‘s location, objects’ locations, 
objects’ state(碗里可能会是空的，只有面粉，
只有鸡蛋，两者都有，或者面糊）

Action space: GO left or right, PICK-UP, PUT-
DOWN, USE(将面粉倒入碗中）
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Location set: Shlef, Table, Oven（烤箱）, Agent(the 
agent in the center surrounded by a shelf, table and 
oven)

shelfOven

table



Interactive Reward Interface
• Human can provide a reward r = [-1, 1].
• The user receives visual feedback enabling them to tune the reward signal before sending it to 

the agent
• Can reward the state of a particular object instead the whole state.
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Experiment
How do human use the reward?

18 paid participants
• Send positive message or negative
• Click on an object, this tells Sophie your message is about that object.
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Result
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Algorithm
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Experiments-Expert Data
1. No guidance: feedback only and the trainer gives reward after every action.
2. Guidance: has both guidance and feedback available;
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Experiments-Non-Expert Data
‘You can direct Sophie’s attention to particular objects with guidance messages. Click the right 
mouse button to make a yellow square, and use it to help guide Sophie to objects, as in ‘Pay 
attention to this!’
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Conclusion
• People try to guide a agent given reward channel.
• We modify the algorithm to include channel of guidance. 
• It improves several dimension of learning 

• the speed of learning, 
• the efficiency of state exploration, 
• and a significant drop in the number of failed trials
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