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Fast Context Adaptation via Meta-Learning

Hierarchically Structured Meta-learning



Define the Meta-Learning Problem

 Problem Setting

4-shot 2-way

4-shot 2-class



Meta Learning

Meta-learning, also known as “learning to learn”, intends to design models that can 
learn new skills or adapt to new environments rapidly with a few training examples.

1. use a recurrent neural network equipped with either external or internal 

memory storing and querying meta-knowledge

2. Learn an effective distance metric between examples（Matching Networks）

3. learn a meta-optimizer which can quickly optimize the model parameters

4. learn an appropriate initialization from which the model parameters can be 

updated within a few gradient steps (MAML)

model based

metric based

Optimization
based

 common approaches



Model-Agnostic Meta-Learning

Finn, C., Abbeel, P., and Levine, S. Model-agnostic meta
learning for fast adaptation of deep networks.ICML-2017   1162引用

 Intuition
MAML learns an initialisation for the parameters 𝜽𝜽 of a model 𝑓𝑓𝜃𝜃 such that, given a new 
task, a good model for that task can be learned with only a small number of gradient 
steps and data points

inner loop

outer loop
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Hierarchically Structured Meta-learning
 Intuition
A critical challenge in meta-learning is task uncertainty and heterogeneity, which can not 
be handled via globally sharing knowledge among tasks

Based on MAML, propose a hierarchically structured meta-learning (HSML) algorithm 
that explicitly tailors the transferable knowledge to different clusters of tasks

balance 
generalization and customization

 Method



HSML-Method
 Framework



HSML-Method
(a)Task Representation Learning
1. high representational capacity
2. permutational invariance to its inputs
Pooling Autoencoder Aggregator(PAA)

is the representation for the 𝑗𝑗-th example

is the desired representation of task

preliminarily embed both features and predictions, varies from dataset 
to dataset

Pool denotes a max or mean pooling operator over examples



HSML-Method
(a)Task Representation Learning
1. high representational capacity
2. permutational invariance to its inputs
Recurrent Autoencoder Aggregator(RAA)

Different from the pooling autoencoder, examples are sequentially fed into the 
recurrent autoencoder



HSML-Method
(b)Hierarchical Task Clustering
1. Assignment step (soft assignment)

2. Update step

Assign a task represented in the 𝑘𝑘𝑙𝑙-th cluster of the 𝑙𝑙-th level 

soft



HSML-Method
(c)Knowledge Adaptation
Inspired by that similar tasks activate similar meta-parameters, design a cluster-specific 
parameter gate.

Not only preserves but also reinforces the cluster-specific property of the parameter gate. 

The globally transferable knowledge is adapted to the cluster-specific initial parameters 
via the parameter gate

 Continual Adaptation
a new task does not fit any of the learned task clusters, which implies that additional clusters 
should be introduced to the hierarchical clustering structure

reconstruction error



Algorithm

Continual Adaptation

(3)

(7)

(8)



Experiment

Toy Regression

number of layers to be three with 4, 2, 1 clusters in 
each layer



Experiment

Toy Regression

Results of Continual Adaptation



Experiment

Few-shot Classification



Experiment

Few-shot Classification



Results of Continual Adaptation

Effect of Cluster Numbers



Fast Context Adaptation via Meta-Learning
 Intuition
A simple extension to MAML that is less prone to meta-overfitting, easier to parallelise, 
and more interpretable.

fast context adaptation via meta-learning (CAVIA)

context parameters 𝜙𝜙

Network parameters 𝜃𝜃

• context parameters 𝜙𝜙 are adapted in the 
inner loop for each task

• parameters 𝜃𝜃 are meta-learned in the outer
loop and shared across tasks



Model-Agnostic Meta-Learning

Finn, C., Abbeel, P., and Levine, S. Model-agnostic meta
learning for fast adaptation of deep networks.ICML-2017

 Intuition
MAML learns an initialisation for the parameters 𝜃𝜃 of a model 𝑓𝑓𝜃𝜃 such that, given a new 
task, a good model for that task can be learned with only a small number of gradient 
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inner loop

outer loop



CAVIA-Method
 Conditioning on Context Parameters
simply concatenate 𝝓𝝓 to the inputs of that layer

are the weights associated with layer input

are the weights associated with the context parameter

 Context Parameter Initialisation
When learning a new task, 𝝓𝝓 have to be initialised to a vector filled with zeros,

use feature-wise linear modulation FiLM



CAVIA-Method
 Supervised Learning
Starting from a fixed value 𝜙𝜙0 we learn task-specific parameters 𝜙𝜙𝑖𝑖 via one gradient 
update

Given updated parameters 𝜙𝜙𝑖𝑖 for all sampled tasks, we proceed to the meta-
learning step, in which 𝜃𝜃 is updated



CAVIA-Method



Experiment

 Regression



Experiment

 Classifification

Mini-Imagenet
dataset



Experiment

 Reinforcement Learning

MuJoCo
a Cheetah robot

Performance of CAVIA and MAML on the RL Cheetah experiments. Both agents were trained to 
perform one gradient update, but are evaluated for several update steps. Results are 
averaged over 40 randomly selected tasks.
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