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Imitation Learning
• Given a policy, we can roll out a trajectory (sequence of station-action pairs) 

by starting from an initial state and following the policy. 
• What is imitation learning? Given many trajectories provided by human, learn 

a good policy.
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GAN
• Goal of GAN: generate examples as realistic as possible
• Two components: Generator and Discriminator

• Goal of Generator: generate realistic data.
• Goal of  Discriminator: distinguish data produced by generator from true data distribution
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Idea of GAIL
• Idea: combine GAN with IL
• In GAN generator improve by contesting with discriminator. In imitation 

learning we can also let policy contesting with discriminator. If Discriminator 
can’t distinguish whether the trajectories are provided by human, then the 
policy we learned are good enough. 
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Policy gradient
• In reinforcement learning our goal is to learn a good policy, but how to judge 

the goodness of a policy? The sum of reward of all the trajectories is largest.
• 𝑅𝑅𝜃𝜃 = ∑

𝜏𝜏
𝑅𝑅 𝜏𝜏 𝑃𝑃 𝜏𝜏 𝜃𝜃

• ∇𝑅𝑅𝜃𝜃=∑
𝜏𝜏
𝑅𝑅 𝜏𝜏 ∇𝑃𝑃 𝜏𝜏 𝜃𝜃 = ∑

𝜏𝜏
𝑅𝑅 𝜏𝜏 𝑃𝑃 𝜏𝜏 𝜃𝜃 ∇𝑃𝑃 𝜏𝜏 𝜃𝜃

𝑃𝑃 𝜏𝜏 𝜃𝜃 = ∑
𝜏𝜏
𝑅𝑅 𝜏𝜏 𝑃𝑃 𝜏𝜏 𝜃𝜃 ∇log𝑃𝑃 𝜏𝜏 𝜃𝜃

• ∇𝑅𝑅𝜃𝜃 ≈
1
𝑚𝑚
∑𝑖𝑖=1𝑚𝑚 𝑅𝑅 𝜏𝜏 ∇log𝑃𝑃 𝜏𝜏 𝜃𝜃

= 1
𝑚𝑚
∑𝑖𝑖=1𝑚𝑚 𝑅𝑅 𝜏𝜏 ∑𝑖𝑖=1𝑇𝑇 ∇log𝑃𝑃(𝑎𝑎𝑡𝑡|𝑠𝑠𝑡𝑡 ,𝜃𝜃)
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Algorithm
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Ggradient of 
Discriminator

Ggradient of policy,
Change cost to the cost of 

generator

H: Entropy



Experiment
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