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Imitation Learning

* Given a policy, we can roll out a trajectory (sequence of station-action pairs)
by starting from an initial state and following the policy.

 What is imitation learning? Given many trajectories provided by human, learn
a good policy.



GAN

* Goal of GAN: generate examples as realistic as possible

 Two components: Generator and Discriminator
* Goal of Generator: generate realistic data.
* Goal of Discriminator: distinguish data produced by generator from true data distribution
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Idea of GAIL

e [dea: combine GAN with IL

* In GAN generator improve by contesting with discriminator. In imitation
learning we can also let policy contesting with discriminator. If Discriminator
can’t distinguish whether the trajectories are provided by human, then the
policy we learned are good enough.



Policy gradient

* In reinforcement learning our goal is to learn a good policy, but how to judge
the goodness of a policy? The sum of reward of all the trajectories is largest.
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Algorithm

Algorithm 1 Generative adversarial imitation learning

1: Input: Expert trajectories 7 ~ mg, initial policy and discriminator parameters y, wg

2: for:=0,1,2,... do
3:  Sample trajectories 1; ~ 7y,

4:  Update the discriminator parameters from w; to w;, with the gradient

Discriminator

gradient of IAET,E [V log(Dy(s,a))] + I@]TE (Vwlog(l — Dy (s,a))]

(17)

5:  Take a policy step from ; to 6,1, using the TRPO rule with cost function log(D,,, ., (s, a)).

Specifically, take a KL-constrained natural gradient step with

H: Entropy

gradient of policy, E., [Vologme(als)Q(s,a)] — AVeH (),
Change cost to the cost of o . - -
senerator where Q(5,a) = E;, [log(D,,.,(s,a))|so = 5,a09 = al

6: end for

(18)




Performance (scaled)

Experiment

Cartpole Acrobot

Mountain Car HalfCheetah

1.0

0.8
0.6
0.4 Reacher
0.2 100 = = = = = —_— '
ﬁ,ﬂ'-l----J----'----.- === === === = = 5 E
1 4 7 10 g 05| i
S
E D0 o e = = = = = = - - - -
& =05 E
L 1 L
4 11 18
Number of trajectories in dataset
- Expert &0 GAIL {A=0)
== Randem 0%  galL(r=10%)
B—a Behavioral cloning & @ GAIL (A=10"%)

Number of trajectories in dataset

== Expert B——8 Behavioral cloning ¢ ¢ (GTAL
Random &< FEM =% GAIL (ours)



	Generative Adversarial Imitation Learning
	Outline
	Imitation Learning
	GAN
	Idea of GAIL
	Policy gradient
	Algorithm
	Experiment

