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In the human evolution, the ability of transfer learning is very important. We can
extend learned knowledge to other scenarios. For example, after learning riding
bicycles, it is very easy to ride motorcycles.
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Fig. 2. An overview of different settings of domain adaptation
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Method
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Maximum mean discrepancy (MMD)

11



Maximum mean discrepancy (MMD) is a commonly-used statistic loss for
unsupervised DA. The hidden representations of images of different domain are
embedded in a reproducing kernel Hilbert space, and the mean embeddings of
distributions cross domains can be explicitly matched.

Method 1.DDC
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Experiment
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Method 2.DAN
DAN that matches the shift in marginal distributions across domains by adding
multiple adaptation layers and exploring multiple kernels, assuming that the
conditional distributions remain unchanged.
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Method 3.RTN

Since deep features eventually transition from general to specific along the network：
(1) fully connected layers fc6-fc8 are tailored to model task-specific structures, hence 
they are not safely transferable and should be adapted with MK-MMD minimization；
(2) supervised classifiers are not safely transferable, hence they are bridged by the 
residual layers fc9-fc10 such that
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Method 4.JAN
Transfer learning will become more challenging as domains may change by the joint
distributions P(X,Y) of input features X and output labels Y. The distribution shifts
may stem from the marginal distributions P(X), the conditional distributions P(Y|X),
or both.
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