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Introduction

* Current approaches to learning from demonstration perform
supervised learning on expert demonstration data.

* It is difficult to jointly optimize and such methods can be sensitve
to noisy demonstrations.

* We propose Normalized Actor-Critic (NAC) that effectively
normalizes the Q-function and reducing the Q-values of actions
unseen In the demonstration data.



Preliminaries - Maximum Entropy Reinforcement Learning (2017 ICML)

Stronger exploration ability

* Standard reinforcement learning setting  Find a optimal path
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* Maximum entropy police learning g e —action £
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where a I1s a weighting term to balance the importance of the entropy.



Preliminaries - Soft Value Functions
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Figure 3: A multimodal Q-function.



Preliminaries - Soft Q-learning and Policy Gradient

* The soft Q-learning gradient

VGQG(Sa a)(QQ (Sa CL) — Q(S? O',))
$

R(s,a) +Vo(s')

* Policy gradient

E Z Vg log W@(QW —b(st)) + aVeH (mg(:|s¢))

where b(.) is some arbitrary baseline.



NAC Method

Volra = E_|(VoQ(s,a) = VoVa(s)(Q(s,0) ~ Q)
* Critic | A ]
Vodv =E Vo5 (Va(s) - V(s))®
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where Vg and 7 are deterministic functions of (): O(s, ), V(s) are obtained by:

_ozlogZeXp Q(s,a)/a) ( 5,a) = R(s,a) +1Va(s )
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NAC Method - Importance Sampling

* In the demonstration set, we only have transitions from expert
policy # . To have a proper policy gradient algorithm, we can
employ Importance sampling to correct the mismatch.

* To be specific

(S a)~7g [f(S a)] (S,a)~y[f(S9 a)ﬂ]

We find in our empirical evaluation that inclusion of these weights
consistently reduces the performance of our method



NAC Method - Algorithm

Algorithm 1 Normalized Actor-Critic for Learning from
Demonstration

f: parameters for the rapid Q network, ¢': param-
eters for the target Q network, D: demonstrations
collected by human or a trained policy network, 7'
target network update frequency, M: replay buffer,
k: number of steps to train on the demonstrations
for stept € {1, 2, ...} do
if t < k then
Sample a mini-batch of transitions from D

else
Start from s, sample a from 7, execute a, observe

Actor—.Crltlc? o (s',r) and store (s,a,r,s") in M
Actor is Q, and Critic s also Q Sample a mini-batch of transitions from M
end if
Update € with gradient: VyJpa + Vo Jy
if t mod T = 0 then
0«0
end if
end for

Pre-training with Demonstration



NAC Method - Analysis

* Comparing the actor update of NAC with the soft Q-learning
update, our method includes an extra term in the gradient:

~VoVo(s) Q(s,a)f «—— Vo(s)]  nomalization

* NAC Is also less sensitive to noisy demonstrations.
* NAC is an RL algorithm, it i1s naturally resistant to poor behaviors.

* When there Is a negative reward In the demonstrations, Q tends to
decrease and V tends to increase, hence having the normalizing behavior
IN a reverse direction.



Experiments

* Environments
* Toy Minecraft
* Torcs
* GTA

* Comparisons
* DQfD (AAAI 2018)
* Q-learning
Soft Q-learning
Behavior cloning with Q-learning (Pre training with cross-entropy + Q)
NAC with importance sampling
PCL

Figure 1. Sample frames from Torcs (upper) and GTA (lower).



Experiments - Torcs game

Learning from Demonstrations on the Torcs game

Training in the Environment on the Torcs game
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Figure 3. Performances on the Torcs game. The x-axis shows the training iterations. The y-axis shows the average total rewards. Solid
lines are average values over 10 random seeds. Shaded regions correspond to one standard deviation. The left figure shows the performance
for each agent when they only learn from demonstrations, while the right one shows the performance for each agent when they interact
with the environments after learning from demonstrations. Our method consistently outperforms other methods in both cases.



Experiments - GTA & Torcs game with human demonstrations

GTA on-demonstration and in-environment performance Learning from Human Demonstrations
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(a) The on-demonstration and in-environment performance of the (b) Performances on the Torcs game with human demonstrations.
NAC and DQfD methods on GTA. The vertical line separates the DQfD performs well in the beginning, but overfits in the end. The
learning from demonstration phase and finetuning in environment behavior cloning method is much worse than NAC and DQfD. Our
phase. Our method consistently outperforms DQfD in both phases. NAC method performs best at convergence.



Experiments - Torcs game

Learning from Imperfect Demonstrations (30%) Learning from Demonstrations with 10000 transitions
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Figure 5. Left: Learning from imperfect data when the imperfectness is 30%. Our NAC method does not clone suboptimal behaviors and
thus outperforms DQfD and behavior cloning. Right: Learning from a limit amount of demonstrations. Even with only 30 minutes (10k
transitions) of experience, our method could still learn a policy that is comparable with supervised learning methods. More results are
available in the appendix, including 50% and 80% imperfect data ablations, as well as 150k and 300k data amount studies.



Experiments

* Mujoco Environment
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where ﬂ’i — I{Q(Si9 ai) — Ri* > 1}



Avg score
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Experiments - PPO_Walker2d
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Experiments - PPO_Hopper&Swimmer
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Experiments

* Mujoco Environment
* RLfD + Re-Weighting
* Baseline (PPO, TRPO, ATRPO, PG) without any demonstrations
* Imitation Learning
* RLfD

e Classic control

« IGUE{E FHdemonstrationsF RIS MEZ I ETJL/E, RLERIENEHNEILE,
BRI JLETBEFNE L R REIEL.
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