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Domain Adaptation

Source domain

• A different but relevant 
domains

• Abundant training 
examples

Target domain

• Target task

• Limited or no training 
examples



Partial Domain 

Adaptation

Existing methods generally assume 

that the source and the target 

domains share identical label space.

• Not always satisfied

• Cumbersome to seek for source 

domains for emerging target domains.

A more practical scenario is that 

the target label space is a subspace 

of the source label space. 



Adversarial Domain Adaptation
L: loss

Gf : Feature extractor

Gy : Classifier

Gd : Domain classifier

x, y: example, label

d: domain label (source 1, target 0)

n: number of examples

Feature 
extractor

Classifier

Domain 
classifier



Partial Domain 

Adaptation

Key idea: re-weighting.

PDA setting : 𝐶𝑡 ⊆ 𝐶𝑠

Outlier label space : 𝐶𝑠\𝐶𝑡

Target label space : 𝐶𝑡

• Aligning the whole source domain will cause negative transfer since the 

target domain is also forced to match the outlier label space

• The target domain is unsupervised. We do not know which class is the 

target class.
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Method

Key idea: class-level re-weighting. How to find the outlier classes?

Motivation: Since the source outlier label space and target label space are 

disjoint, the target data should be significantly dissimilar to the source data in 

the outlier label space

Method: Take the prediction of target data as the class-weight. 
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Method

Source domain label: 1

Target domain label: 0

𝑖𝑓 𝐷∗(𝑧) ≈ 1

𝑖𝑓 𝐷∗(𝑧) ≈ 0

highly likely come from the outlier classes

For source domain example:

more likely come from the shared classes 

Key idea: image-level re-weighting



Tricks

• Adopt the unshared feature extractors for source and target domains

• Initialize Ft using the parameter of Fs

• Use an auxiliary domain classifier D for obtaining the w(z)

• Minimize the entropy of target domain data
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Method

Key idea: image-level re-weighting. 



How to get w(x)

• Consider the domain information 
(transferability)

• Consider the discriminative information 
(relevance)

Use an auxiliary domain discriminator ෨𝐺𝑑
Use an auxiliary classifier ෨𝐺𝑦, Within ෨𝐺𝑦, the 

feature from feature extractor 𝐺𝑓 are 

transformed to 𝐶𝑠 dimension z, Then z will 
be passed through a leaky-softmax activation.



How to get w(x)

Motivation: As the auxiliary label predictor ෨𝐺𝑦 is trained on source examples and labels, the 

prediction for source data should be certain, for target data should be uncertain. 

Therefore, the element-sum of the leaky-softmax outputs is closer to 1 for source 

examples and closer to 0 for target examples.



Objective function



Experiment

Dataset

• Office-31, 31 categories in total, 3 Domain. 31 categories for the source domain and 10 

categories for the target domain. A→W, D → W, W → D, A → D, D → A and W → A

• Office-Home, 65 categories, 4 domains: Ar, Cl, Pr, Rw. first 25 categories in alphabetical order as 

the target domain and images from all 65 categories as the source domain

• ImageNet(1000) → Caltech (84) They share 84 classes 

• Caltech (256) → ImageNet (84) They share 84 classes 

Compared methods

• ResNet

• Deep Adaptation Network (DAN)

• Domain-Adversarial Neural Networks (DANN) 

• Adversarial Discriminative Domain Adaptation (ADDA) 

• Residual Transfer Networks (RTN) 

• Selective Adversarial Network (SAN) 

• Importance Weighted Adversarial Network (IWAN) 

• Partial Adversarial Domain Adaptation (PADA) 



Experiment



Experiment

w/o classifier: without weights on the 
source classifier  



Experiment


