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01 MMORPG

online games in which thousands of players use characters with specific roles to interact with each other 
and performs adventure-related tasks in the same continuous and persistent world.
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items and money acquired virtually in games can be sold to other players for real proft in actual currency.
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Game bot is harmful

• Cut down the life span of a game
• Harm the interest of Users



01 Introduction

Game bot is diverse

varying with different game conditions and spreading throughout the game universe 



01 Introduction

Traditional methods for game bot detection:

• Handcraft features 

• Depend greatly on labeled data

• Can hardly generalize to new games

NGUARD：

• More discriminative features extracted by deep learning

• With the help of unlabeled data

• Can be extended to other games



02 Dataset description



02 Dataset description

Each user log is composed of game events ordered by time stamp, which represents 
each player’s behavioral sequence 

[22:58:20] 使用xxx技能造成xxx伤害
[22:58:20] 获得1134经验
[22:58:23] 获得110金币
[22:58:28] 获得1134经验
[22:58:28] 获得1134经验
[22:58:30] 获得1134经验
[22:58:50] 获得26086经验
[22:58:51] 已通关[xxxx]副本
…



02 Dataset description

Feature Extraction:

• Event ID

• Interval

• Count

• Level

A player uses a certain skill, obtains a certain item

The time that has passed between the last and the current game event

The count of times that a certain game event happened during the 
current sampling time window

The current game level for the player





Preprocessing:

• Sampling

• Segmentation Main quest: segment by level
Daily quest: segment by day
Instanced quest: segment by enter scene and leave scene

For data of human players:
Sample from each level interval uniformly

For data of game bots:
according to the density of the original set. Sample more examples in low 

density area, less for the high density area. 



Training data:

X y

[(Event13), (Event26), …… (Event113)] human

[(Event16), (Event39), …… (Event96)] human

…
…

.

…
…

.

[(Event65), (Event32), …… (Event331)] bot

For each type of quest



The Framework



03 The framework

Sequence Data?

RNN! But with a quite lot of additional operations …



LSTM

𝑋𝑖

Feature refinement

• Event ID → Embedding

• Interval → Distribution Prior

• Count → Distribution Prior

• Level → Conditional probability prior

A neuron with sigmoid 
activation function

Feature of the sequence

𝑦𝑖
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(Game bots are automated programs that 
assist cheating users …… mechanism. )

Word2Vec:

((Weibo, 10s), (Weibo, 10s), (Weibo, 5s), (QQ, 
20s)…... (Wechat, 0s))

APP2Vec:

((Event1, Interval1), (Event2, Interval2),…... 
(Eventn, Intervaln))

Event2Vec

ASONAM’ 16

NIPS’ 13



I read papers. Word2Vec:

I

read

papers

𝑓(′𝐼′, ′𝑟𝑒𝑎𝑑′) = papers. 



((Weibo, 10s), (Weibo, 10s), (Weibo, 20s), (QQ, 15s)…... (Wechat, 0s))

APP2Vec:

Intuitively the app sessions within short time gaps to the target app should 
contribute more in predicting the target app. 

𝑟 𝑤𝑡 , 𝑤𝑐 = 0.8𝑙
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Sequence Autoencoder and Attention-based Bidirectional LSTM:

For classifying botFor initializing the 
classification LSTM

𝑋𝑖(refined)

Encoder
(LSTM)

Decoder
(LSTM)

Code

𝑋′𝑖

LSTM

Feature of the sequence

𝑋𝑖(refined)

A neuron with sigmoid 
activation function

𝑦𝑖

As
close
as
possible

Initialize
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Based on authors knowledge of game events, the occurrence of a certain event is a 
Poisson process. 

Interval and Count of each type of event for a human and for a bot fits a gamma 
distribution respectively.



Level:

the occurrence probability of game bots for the current level. 
𝑁𝑢𝑚_𝑜𝑓_𝑏𝑜𝑡𝑠

𝑁𝑢𝑚_𝑜𝑓_𝑡𝑜𝑡𝑎𝑙_𝑝𝑙𝑎𝑦𝑒𝑟

Bias:

the occurrence probability of game bots for this kind of event. 
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Clustering:

Since human players holds the majority in online data, we can easily locate the 
clusters of human players. And the small clusters surrounding the clusters of human 
players are different types of game bots.

The mutated bots and unknown bots are hard to be detected by classification 
model, but easy to be located by clustering 



extract the vector representation of EventID
sequences from the well-trained Sequence 
Autoencoder. 

DBSCAN clusterting

Human labeling

Potential bots



Incremental-learning:

Game environment changes over time.  A model outdated soon after the 
deployment.

Solution:
Add new samples constantly as the game changes.





Experiment



Compared methods:

(1) MLP model with 2 fully-connected layers, whose input is the frequencies of EventIDs;

(2) CNN model with 1 convolution layers, followed by average pooling and 1 fully-connected layer; 

(3) Bi-LSTM model with 1 layer of Bi-LSTM, following by 1 fullyconnected layer. 
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