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Introduction
Uncertainty

Density

Diversity

…

hand-designed

Can only be applied to specific applications. 
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Random 



Data-driven

- learn from closely related domains (Bachman et al., 2017)

- use a greedy selection that may be suboptimal (Konyushkova et al., 2017)

- rely on properties of specific classifiers (Konyushkova et al., 2017)

There is still no general-purpose non-myopic methods that 

depend neither on the kind data nor on the specific ML 

model used in training.

Existing data-driven AL methods have some limitations:



Purpose

• transferable • flexibility

Have sufficient flexibility to be applied in 

different ML models

MNIST CIFAR-10

Decision tree SVM

Should be transferable across 

unrelated datasets 
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Approach

Reformulate AL as a Markov Decision Process (MDP) 

Use reinforcement learning (RL) to find AL strategy as an optimal MDP policy.

DQN
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MDP



Formulating AL as An MDP

How to define state, action and reward ?



State

𝑠𝑡 = 𝑠𝑜𝑟𝑡( ො𝑦1, ො𝑦2, … , ො𝑦𝑣)



Action

d  is a distance measure 

taking an action 𝑎𝑡 selecting a data point 𝑥(𝑡) to be annotated

the current classifier 𝑓𝑡 on 𝑥𝑖



Reward

𝑅:

The fewer iterations, the larger the reward.

Goal of AL: 

reach the quality q in as few 

iterations as possible

Reward for every iteration:

Cumulative reward

Goal of RL: 

maximize cumulative 

reward 
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Policy Learning Using RL

# remaining steps before reaching the target quality



DQN Implementation
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Experiments 

Rs, random sampling

Us, uncertainty sampling

QUIRE, informativeness and representativeness

ALBE, a recent meta-AL algorithm that adaptively combines strategies, including Us, Rs and QUIRE.

LAL-ind, formulates AL as a regression task and learns a greedy strategy that is transferable between 

datasets.

LAL-iter, a variation of LAL-ind that tries to better account for the bias caused by AL selection.

MLP-GAL, learns a strategy from multiple datasets with a policy gradient RL method

Baselines 



Transferability

 Evaluation: the average number of annotations required to achieve the desired target accuracy 

 Use LogReg and ran 500 trials where AL episodes run up to 100 iterations

 Leave-one-out: training on 8 of the datasets selected from number 1 to number 9, and evaluating on the 

remaining one

target quality q: 98% of the maximum quality of the classifier 

trained on 100 randomly drawn data points 

Datasets:

0-adult, 1-australian, 2-breast cancer, 3-diabetes, 4-flare solar, 

5-heart, 6-german, 7-mushrooms, 8-waveform, 9-wdbc



Flexibility

Use an SVM instead of LogReg

Results reaching 98% of the quality 

of a classifier trained with 200 and 

500 random data points



What do we select? 

𝑝𝑡 = 𝑝(𝑦𝑡 = 0|𝑥𝑡)

(b) Evolution over time for random. 

(c) Evolution over time for OURS.

Structured behavior 
time intervals



Transfer or not?

OURS-notransfer: learn on one-half of a dataset and transfer to the other half

Learn the strategy on dataset 1 and test it on datasets 2-9. The success rate drops to around 40% on average. 

Using multiple datasets is important ! 



Conclusion 

• Presented a data-driven approach to AL that is transferable and 

flexible.

• Reformulate AL as a Markov Decision Process (MDP) and use 

reinforcement learning (RL) to find AL strategy as an optimal 

MDP policy. 

• The resulting AL strategies outperform state-of-the-art approaches.


