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Background

A crowdsourced model uses a large pool of 
workers to gather labels for a given training data 
set that will be used for the purpose of learning a 
good classifier. Such learning environments that 
involve the crowd give rise to a multitude of design 
choices that do not appear in traditional learning 
environments. 

How to efficiently learn and generalize from the 
crowd with minimal cost?
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