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Background

Linear Regression

• simplicity

• interpretability

• reduced likelihood of overfitting

• perform poorly if little labeled training data is available

active learning、semi-supervised learning、Transfer learning

large amounts of unlabeled data， “cluster assumption” to hold  or 
additional sources of sufficiently related data.
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Introduction

non-data centric approach-using knowledge the user may have about 
the features

Users may have a wealth of understanding about the relationships 
between the features and the output

Example，life expectancy- smoking habits

Three forms of feature level knowledge

• parameter signs

• relative parameter effect ordering

• Pairwise parameter signs
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contributions

• Parameter Sign Constrained Regression (PSCR)

• Parameter Relative Constrained Regression (PRCR)

• Pairwise Parameter Sign Constrained Regression (PPSCR)
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Parameter Sign Constrained Regression
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X is a n×p matrix of n instances and p features and Y is a n×1 vector of 
responses.

e, a p×1 vector where ei is 1 if the sign of the coefficient should be 
nonnegative,−1 if nonpositive and 0 if no guidance is provided for the 
coefficient.

𝜉𝑖, a set of discrete variables which, when set to 1,deactivate the 
corresponding sign constraint.

C and λ are regularization parameters.
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Parameter Sign Constrained Regression

difficult discrete optimization problem which can be hard to solve in 
practice. Thus, we relax it to the following continuous, convex 
optimization problem: 

E is a diagonal matrix encoding the sign constraints, with Eii
∈{−1,0,1}depending on the sign guidance. 

The 𝜉𝑖are now, in a manner analogous to the Support Vector Machine 
(SVM), slack variables which control the extent to which the sign 
constraints can be violated .
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Parameter Relative Constrained Regression

P be a set of pairs where each pi ∈ P is a tuple (j,k) indicating that coefficient j is 
greater than coefficient k.
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Pairwise Parameter Sign Constrained Regression 

P - a set of pairs where each pi ∈ P is a tuple (j,k) indicating that coefficients 
j and k should have the same (or opposite) sign.

𝐸𝑗,𝑘is positive if they should have the same sign, and negative otherwise.

λ1 and λ2 are regularization parameters.
different from previous formulation, this leads to nonconvex quadratic 

constraints which most standard continuous optimization libraries cannot 
model. We have moved the guidance constraint to the objective.



User Generated Guidance
Ideally, parameter constraint guidance could be estimated from the training data, 

but this guidance will be noisy if little training data is available. 

The user is a potentially better source, but it is not clear users will be able to 
accurately provide it.

They can likely answer these same questions when considering a small subset of 
the features. For example，life expectancy- smoking habits
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Parameter Constraint Transfer
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While our proposed guidance can be provided by domain experts, for domains 
where this is not possible, it can instead be learned through transfer learning.

the constraints are generated by estimating them from a related source domain 
which shares the same feature set.
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Experiments
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Experiments
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Experiments
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In particular, our methods performed much better than the Ridge with 
nonnegative constraints, showing that providing more accurate sign guidance 
is better than arbitrarily constraining the signs to be nonnegative. 



Experiments
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Compared to “Signed Ridge,” which does not have a mechanism 
for relaxing the sign guidance, our method performs much better. 
This shows our relaxation can play an important role in preventing 
overfitting. 



Experiments
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Experiments
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Our results show our method with transfer performs better than the 
Transfer Ridge, but worse than our method where the sign guidance was 
generated through a simulated human. 
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Conclusion

• We proposed novel ways of constraining parameter along with 
formulations that are more robust to overfitting by allowing the 
guidance to be relaxed. 

• We also presented two practical methods to provide this guidance: 
through simpler pointwise and pairwise queries and through 
transfer learning. 
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