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Recommender system strategies 

Content filtering 

Creates a profile for each user or product 

to characterize its nature 

Collaborative filtering 

Analyze  relationships between users and 

interdependencies among products to identify 

new user-item associations 

Neighborhood methods Latent factor models 

Neighborhood methods are 

centered on computing the 

relationships between items or, 

alternatively, between users. 

Explain the ratings by 

characterizing both items and 

users on, say, 20 to 100 factors 

inferred from the ratings patterns 



A basic matrix factorization model 

singular value decomposition(SVD) 

the high portion of missing values 

caused by sparseness 

carelessly addressing only the relatively 

few known entries is highly prone to overfitting 



SGD ALS 

The first is when the system can use parallelization 

The second case is for systems centered on implicit data. 

Because the training set cannot be considered sparse, looping 

over each single training case—as gradient descent does—

would not be practical. ALS can efficiently handle such cases. 



Adding biases 

global average, item bias, user bias, and user item interaction. 

Additional input sources 

Often a system must deal with the cold start problem, wherein many users supply very few 

ratings, making it difficult to reach general conclusions on their taste. 

Recommender systems can use implicit feedback to gain insight into user preferences 



N(u) denotes the set of items for which user u expressed an implicit preference. 

Another information source is known user attributes, for example, demographics. 

A user who showed a preference for items 

in N(u) is characterized by the vector 

Each attribute to describe a user through the 

set of user-associated attributes 



Temporal dynamics 

The system should account for the temporal effects reflecting the dynamic, time-drifting nature 

of user-item interactions 

An item’s popularity might change over time. A natural drift in a user’s rating scale 

Temporal dynamics go beyond this; they also affect user preferences and therefore the 

interaction between users and items 



Inputs with varying confidence levels 

In several setups, not all observed ratings deserve the same weight or confidence. 



Probabilistic Matrix Factorization NIPS 2008 

PRML8.1 



the dot product between user- and movie-specific feature 

vectors is passed through the logistic function 



Constrained PMF 

Once a PMF model has been fitted, users with very few 

ratings will have feature vectors that are close to the prior 

mean, or the average user, so the predicted ratings for 

those users will be close to the movie average ratings. 

latent similarity constraint matrix 

A column in W captures the effect of a user 

having rated a particular movie has on the prior 

mean of the user’s feature vector. 

users that have seen the same (or similar) 

movies will have similar prior distributions 

for their feature vectors 

PRML8.1 





Local Low-Rank Matrix Approximation ICML2013 

Mappings from matrix indices to a matrix space 



Two popular approaches for constructing a low-rank approximation 

Incomplete SVD 

Compressed Sensing 

Do not need to constrain the rank of  M in advance, while being convex, may not necessarily 

scale up easily to large matrices. 



Local low-rank matrix approximation 

Need to pose an assumption that there exists a metric structure over 𝑛1 × [𝑛2] 

𝑑( 𝑎, 𝑏 , (𝑎′, 𝑏′)) reflects the similarity between the rows 𝑎 and 𝑎′ and columns 𝑏 and 𝑏′.   

Assume that the model is characterized by multiple low-rank 𝑛1 × 𝑛2  matrices.  



Incomplete SVD 

Compressed Sensing 

PRML6.3.1 Nadaraya-Watson 





NMF   Nature 1999 



The NMF basis and encodings contain a large fraction of vanishing 

coefficients, so both the basis images and image encodings are sparse. 

The basis images are sparse because they are non-global and contain  

Several versions of mouths, noses, and other facial parts. 




