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Background 

Multi-class Learning 

 

 

 

 

Multi-label Learning 
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Background 

Formalization 

• Feature space: d-dimensional 

• Label space: q class labels 

• Training set: p instances  

• Task: learn a predictive model 

Cross Training 
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Background 

Label Correlation 

• If we know the image already has label horse, the probability of it 
having label grassland would be high. 

Classifier Chain 
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Introduction 

Motivation 

• Categorical labeling information is actually a simplification of the 
rich semantics encoded by multi-label training examples. 

 

 

 

 

 

 

 

• MLFE: Enrich the labeling information to induce multi-label 
predictive model with strong generalization performance. 
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Introduction 

Basic Strategy 

Leveraging the structural information in the feature space. 

• The underlying structure of feature space is characterized by the 
sparse reconstruction relationships among training examples. 

• The reconstruction information is utilized to guide the enrichment 
process of turning categorical labeling information into numerical 
labeling information. 

• The desired multi-label predictive model is learned from training 
examples with enriched labeling information based on tailored 
multivariate regression techniques. 
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Approach 

Intuition 

• To characterize the underlying structure of feature space, MLFE 
works by modeling the relationship between one example and all the 
other examples via sparse reconstruction. 
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Approach 

Structural Information Discovery 

• To characterize the underlying structure of feature space, MLFE 
works by modeling the relationship between one example and all the 
other examples via sparse reconstruction. 
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d×(p-1)matrix  
all training instances other than xi 

(p-1)-dimensional  
reconstruction coefficients 

• The coefficient vector vi is learned by solving the following 
optimization problem: 

linear reconstruction error sparsity of the co-efficients 

Solved by ADMM 
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Approach 

Labeling Information Enrichment 

• binary labeling vector  

 

• numerical labeling vector 

 

• reconstruction error 

    over the training set 

Suppose that the structural relationship specified in the feature space 
also holds in the output space. 

• reconstruction error 

    in the label space 
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Approach 

Labeling Information Enrichment 

• Suppose that the structural relationship specified in the feature space 
also holds in the output space. 

 

 

• The enriched labeling information is generated by solving the 
following optimization problem: 

 

 

• The constraint ensures that the numerical label possesses the same 
sign with the binary label and takes value with reasonable 
magnitude. 

14 

A standard QP problem 
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Approach 

Predictive Model Induction 

• The original multi-label training set can be transformed into its 
enriched version 

• Induce the predictive model by employing multi-output regression 
techniques. 
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ϵ-insensitive cost 

penalize the case where the sign of predictive 
output is different to that of original binary label 

penalize the case where the predictive model 
yields large number of relevant labels for the 
training example 

To minimize the objective function Ω(Θ, b), MLFE employs the quasi-Newton 
iterative method named Iterative Re-Weighted Least Square (IRWLS) 
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Experiments 
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Conclusion 

• A novel approach is proposed to learning from multi-label data by 
leveraging the structural information in feature space. 

• The key strategy is to convey the structural information modeled by 
sparse reconstruction in feature space to facilitate generating 
enriched labeling information in output space. 

• The effectiveness of feature-induced labeling information 
enrichment is clearly validated with extensive experiments on 
benchmark multi-label data sets. 
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