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Introduction 

 Semi-supervised Learning 
 Obtain the labels for the collected data is expensive 

 Semi-supervised learning are based on certain distributional assumption, e.g. cluster 

assumption and manifold assumption  

 Estimate the labels of unlabeled instances 

 AUC Optimization for SSL 
 Rely on the distributional assumptions 

 Require prior probability 

• Sakai, Niu, and Sugiyama (2017) proposed an unbiased semi-supervised 

AUC optimization method based on positive-unlabeled learning 

 Proposed Method 
 Do not depend on any distributional assumptions  

 Do not need to know prior probability 
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The AUC is the probability the model will score a randomly chosen positive class higher than a randomly 

chosen negative class.  



AUC Optimization 

 Since AUC is equivalent to the probability of a randomly drawn positive instance being 

ranked before a randomly drawn negative instance, it can be formulated as  

 

 Supervised learning  



AUC Optimization in SSL 

 Rely on the distributional assumptions 
• These assumptions may be violated in many real-world applications 

 

 Require an accurate estimation of the prior probability 
• It is usually difficult especially when the number of labeled data is 

extremely small. 

 

We can achieve unbiased semi-supervised AUC optimization without distributional 

assumptions or prior knowledge about the distribution or class prior probabilities. 
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Proof:  
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In AUC optimization,  



Unbiased Estimation 

Conduct unbiased AUC risk estimation without knowing the class prior probabilities 𝜃𝑃 and 𝜃𝑁. 



Alg-1. SAMULT  

Objective:  

Where,  

supervised AUC  

risk 

unbiased semi-

supervised AUC risk  

Semi-supervised AUC Maximization by treating 

the UnLabeled data in Two ways  

SAMULT does not 

determine the decision 

boundary. 



 Analytical Solution 



SAMULTP+U 

When only the positive and unlabeled data are available  



Alg-2. SAMPURA  

Semi-supervised AUC Maximization by Partitioning Unlabeled data at RAndom  

 take the average of those 𝒘s to construct the final ensemble 

should be ranked before  

should be ranked before  



Experiment - 1 

The model that minimizes the PU-AUC risk or the PNU-AUC risk converges to the supervised case 

AUC 
10% data in 

training set is 

labeled  



Experiment - 2 

- SAMULT 

- SAMPURA  

- SSRankBoost (Amini, Truong, and Goutte 2008), a boosting based 

algorithm for learning a bipartite ranking function with partially labeled data  

- PNU-AUC (Sakai, Niu, and Sugiyama 2017), which is a semi-supervised 

AUC optimization method based on positive-unlabeled learning.  

- Supervised AUC optimization 

- Logistic regression  

Compare our methods to the state-of-the-art semi-supervised AUC optimization methods. 



Experiment - 2 



Experiment - 3  Degeneration to AUC Optimization for 

Positive and Unlabeled Data  

Do not need to know the prior. 

PU-RSVM (Sellamanickam, Garg, and Selvaraj 2011):  

A ranking SVM based method for positive and unlabeled data 

 

PU-AUC (Sakai, Niu, and Sugiyama 2017):  

A positive unlabeled AUC optimization method by 

optimizing an unbiased AUC risk estimator relies only on 

positive and unlabeled data  

 



Conclusion 

 In semi-supervised AUC optimization, it is unnecessary to design 

sophisticated strategies to estimate the possible labels of the unlabeled data 

or the class prior probabilities. 

 

 Proposed  two semi-supervised AUC optimization methods: SAMULT and 

SAMPURA 

 

 The positive-unlabeled AUC optimization problem can be addressed by a 

degenerated version of proposed method that simply treats the unlabeled 

data as negative. 
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